Review of models for predicting the cycling performance of lithium ion batteries
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Abstract

A rigorous pseudo two-dimensional model to simulate the cycling performance of a lithium ion cell is compared with two simplified models. The advantage of using simplified models is illustrated and their limitations are discussed. It is shown that for 1 C or less discharge rates a simple ordinary differential equation (ODE) model can be used to predict accurately the potential as a function of time. For rates higher than 1 C, simplifications to the rigorous model are suggested that reduce the solution time for the model.
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1. Introduction

The literature on modeling of lithium ion batteries is quite extensive [1–4]. The first model with two composite electrodes and a separator was presented by Fuller et al. [5]. Simplified models were presented by Doyle and Newman [6] to develop design correlations under limiting cases. Analytic expressions for the specific capacity against discharge rate were also presented by these authors [7]. The model presented by Fuller et al. [5] was extended by Ramadass et al. [17] to account for the decay in capacity of the cell with cycle number. A side reaction leading to the formation of a film on the surface of the carbon particles at the anode was proposed to occur during the charging process. The potential drop across the film was expressed as a function of the film thickness, which varied with time in accordance with Faraday’s law. The loss of active material due to the side reaction and the resultant additional drop in the anodic over-potential were used to account for the capacity fade in the cell. Further extensions to this model were made by Sikha et al. [8] that included the change in the porosity of the electrode material as a function of time. In all these models, the concentration of lithium within the solid phase was either calculated using the superposition principle [11] or solved for rigorously, using a pseudo second dimension along the radius of the particle. Since the concentration of lithium at the particle surface is the only variable of interest, this methodology is cumbersome and time consuming. A very good approximation of the concentration profile within the solid phase was presented independently by Wang et al. [9] and Subrahmanyan et al. [10] based on the integral approach outlined by Ozisik [11]. In this second approach, the concentration profile within the solid particle is approximated by a second-degree polynomial whose coefficients are expressed in terms of the average concentration of lithium inside the particle and the concentration at the surface. Thus, the need to solve for the concentration profile within the solid phase is elimi-
The three approaches considered in this study are the rigorous pseudo two-dimensional model (or the P2D model), the single particle model (or the SP model) and the porous electrode model with the polynomial approximation (or the PP model). While most of these models adopt the porous electrode approach, Haran et al. [12] presented a simpler representation of the electrode. This was first presented for the metal hydride system and later extended to the lithium ion system [13,14]. In this model, each electrode is represented by a single spherical particle. This approach is popularly referred to as the single particle model.

Each of the above approaches has some advantages compared to the others as well as demerits. For example, while the porous electrode model has the advantage of providing a sophisticated account of the various physical processes occurring in a battery, solving the model is very time consuming. The simplified single particle model is orders of magnitude faster as shown in this work, however, it does not account for all the physical processes, for example, the solution phase diffusion limitations are ignored, thus the validity of the model is limited. Incorporation of the polynomial approximations [9–11] of the solid phase concentration of lithium in the porous electrode models preserves their sophistication while simultaneously reducing the solution time [16]. In simulating the performance of a lithium ion cell over several cycles, the battery model has to be solved repeatedly during each cycle. Ideally, one would expect for such occasions that the model is not time consuming and that it will provide a realistic portrait of the physical processes that occur during cycling. In this context, two simplified models are compared to the rigorous pseudo two-dimensional model in terms of their accuracy in simulating the cycling performance and the time required for their solution.

2. Model equations
A detailed description of the underlying assumptions in each model and the set of equations used are elaborated in this section.

2.1. The pseudo 2D model

In this approach, the equations developed by Fuller et al. [5] were modified to include capacity fade. The discussion presented here follows the model developed by Ramadass et al. [17]. The solid phase is assumed to comprise of identical spherical particles of a predetermined size and diffusion in the radial direction is assumed to be the predominant mode of transport. The solution phase concentration and the potentials were assumed to vary only in the 'x' coordinate, as shown in Fig. 1(a). The reduction of the solvent (ethylene carbonate) is assumed to occur in addition to the intercalation of lithium in the carbon electrode during the charging process. The entire contribution to the capacity fade is assumed to be from this reaction. This reaction is assumed to have a constant open circuit potential of 0.4 V versus Li/Li⁺ and the products of this reaction are assumed to form a film of known conductivity over the carbon particles. As a result of this side reaction, a part of the flux that enters the carbon particle is lost irreversibly, resulting in a decrease of the actual capacity of the cell. Further assumptions regarding the mechanism of capacity fade and their validity are discussed by Ramadass [20]. The governing equations for this model are very similar to those presented by Fuller et al. [5] except for that, the flux at the anode is split into two components: one for the intercalation reaction (J_n) and another for the side reaction (J_s,n). The thickness of the film formed on the carbon particles is related to the side reaction flux by
Faraday’s law as:
\[
\frac{\partial c}{\partial t} = \frac{j_{ab} M_{ab}}{a_k \sigma_{ab} F}
\]

where \( \delta \) is the thickness of the film. The resistance of this film results in an additional contribution to the overpotential at the anode. Following Ramadass et al. [17] no side reaction at the cathode is considered. Hence, the overpotential \( \eta_a \) for the anode (the negative electrode) is given by:
\[
\eta_a = \phi_1 - \phi_2 - U^a_p - \frac{j_{ab} M_{ab}}{a_k \sigma_{ab} F}
\]

while that for the cathode is given by:
\[
\eta_c = \phi_1 - \phi_2 - U^c_p
\]

The diffusion inside the solid phase is represented by the Fick’s laws as:
\[
\frac{\partial \bar{c}_{1,j}}{\partial t} = D_{1,j} \frac{\partial^2 \bar{c}_{1,j}}{\partial y^2}
\]

where \( \bar{c}_{1,j} \) denotes the concentration of lithium inside the solid in the electrode ‘j’ and \( D_{1,j} \) is the effective diffusion coefficient.

The solution of the set of equations for this rigorous model involves two different length scales: the thickness of the cell \( (\delta) \) is several orders of magnitude higher than the average radius \( (R_s) \) of the particles that constitute the electrode. Quite often the numerical instabilities that arise due to the presence of two or more length scales are circumvented by the use of appropriate scaling [15,18,19]. In the present case, the methodology outlined in Appendix E of Ramadass [20] was employed and the radial coordinate was scaled as follows:
\[
y = \frac{L}{R_s}
\]

and the scaled radial coordinate is termed as ‘\( y' \)’ (See Fig. 1b). In the solution of this rigorous model (see equations in Table 1), the concentration of lithium inside the solid phase \((\bar{c}_{1,j})\) is solved for at each node point along the ‘\( y' \)’ coordinate and the value at \( y' = L \) is used in the kinetic expressions for representing the surface concentration \( \bar{c}_{1,j} \). Further details about this model are presented in Appendices A and B of Ramadass et al. [17].

2.2. The single particle model

In the second approach, the single particle model [12–14] is considered. Each electrode is represented by a single spherical particle whose area is equivalent to that of the active area of the solid phase in the porous electrode. A schematic of this model is provided in Fig. 1c. This model assumes that the limitations posed by the solution phase of the cell are negligible. Hence, the solution phase is not considered while developing the model equations. For example, \( \phi_2 \) are set to zero in Eqs. (2) and (3). The assumptions regarding the side reaction are maintained in this approach as well. This
model is further simplified when the concentration within the sphere is approximated by a parabolic profile [9–11]. The solid phase concentration is represented by a second order polynomial whose coefficients are expressed in terms of the average concentration \( \bar{c}_{1,j} \) and the concentration at the surface of the sphere, \( \bar{c}_{1,1,j} \). This reduces Eq. (4) to a first order ODE and an algebraic equation, eliminating the dependence on the spatial variable \( \tau \). The resultant equations are: [9,10,14]

\[
\frac{\partial \bar{c}_{1,j}}{\partial t} + \frac{15D_{1,j}}{R_j^2}(\bar{c}_{1,j} - \bar{c}_{1,1,j}) = 0
\]  

(6)

\[
\frac{5D_{1,j}}{R_j^2}(\bar{c}_{1,j} - \bar{c}_{1,1,j}) + J_{f,j} \frac{\partial \bar{c}_{1,j}}{\partial x} = 0
\]  

(7)

The initial condition to Eq. (6) is:

\[
\bar{c}_{1,j}(r,\tau=0) = \bar{c}_{1,j,0}
\]  

(8)

where \( \bar{c}_{1,j,0} \) denotes the concentration of lithium inside electrode \( j \) at the beginning of charge or discharge. The surface concentration \( \bar{c}_{1,1,j} \) is then used in the place of \( c_1,b=\bar{c}_{1,1,j} \) in the flux expressions. For an elaborate derivation of Eqs. (6)–(8) see Subramanian et al. [10].

### Subsection 2.3: The porous electrode model with the polynomial approximation

The third approach considered here involves the incorporation of the parabolic approximation [9–11] into the P2D model. The resultant equations of this approach (the PP approach) retain the complexity of the previous models based on the porous electrode theory, but are mathematically simpler. All assumptions presented for the P2D model hold good for the PP model as well.

In addition to those, in the PP approach it is assumed that the concentration within each spherical particle of each electrode can be approximated with a parabolic profile (similar to the SP model) and as a result, the solution of Eq. (4) at each point along the radial coordinate is now not required. In the set of governing equations for the P2D model, the solid phase concentration \( c_{1,j} \) which was obtained from the solution of Eq. (4) is now replaced with the concentration at the surface \( \bar{c}_{1,1,j} \) as given by the solution of Eqs. (6)–(8) above. All other equations for the PP approach remain the same as the P2D approach.

The complete set of governing equations for each approach is shown in Table 1. Fig. 1 shows the simplification of the rigorous two-dimensional model to the pseudo two-dimensional model and into the single particle model. The solid phase potential \( \phi_{sp} \) is arbitrarily set to zero at \( x=0 \). The other boundary conditions obtained from jump material and charge balances express the continuity of flux across each boundary.

At \( x=0 \) and \( x=L \):

\[
\frac{\partial \bar{c}_{1,j}}{\partial x} = 0
\]  

(9)

The boundary condition at the surface of the sphere is approximated by a parabolic profile [9–11]. The model is further simplified when the concentration within each spherical particle of each electrode can be approximated with a parabolic profile (similar to the SP model) and as a result, the solution of Eq. (4) at each point along the radial coordinate is now not required. In the set of governing equations for the P2D model, the solid phase concentration \( c_{1,j} \) which was obtained from the solution of Eq. (4) is now replaced with the concentration at the surface \( \bar{c}_{1,1,j} \) as given by the solution of Eqs. (6)–(8) above. All other equations for the PP approach remain the same as the P2D approach.

### Subsection 3. Simulation of the cycling performance

Simulation of each cycle consists of three steps. Charging is carried out at constant current until the cutoff voltage for charge (4.2 V) is reached and then the cell is charged in the constant voltage mode, until the current drops to 50 mA. It is then followed by discharge at a constant current until the cutoff voltage for discharge (3.0 V) is reached. During the simulation of cycling performance, the model is solved repeatedly maintaining all parameters at constant values (as shown in Table 2). The fade in capacity with cycling is brought about by the additional side reaction flux \( J_{\text{f,sp}} \), the increase in film thickness over time and the resultant change in the anodic overpotential. The solution of the model equations for simulating the cycling performance is different from that of a single discharge curve in that there arise numerical inconsistencies between values the variables solved for at the time between two consecutive steps. For example, the set of values for the dependent variables obtained at the end of a discharge step does not always provide consistent initial values for those variables at the beginning of the next charge step. This issue has been discussed in detail by Wu and White [22]. As recommended by these authors an indigenous initialization subroutine DAES [22] is used to address this numerical inconsistency. The solution of the model equations is carried out using the FORTRAN solver DASRT [21]. For each approach, the corresponding set of model equations presented in Table 1 are solved repeatedly to predict the profile of the cell voltage as a function of time for 800 cycles.
4. Results and discussion

The validity of the parabolic approximation has been established by Wang et al. [9] and Subramanian et al. [10], and hence is not repeated here. As shown in Ref. [10], the approximation is very efficient for low to moderate rates of discharge. There are two possible limitations that may arise to this approximation. Under very high rates of discharge, the approximation of the concentration profile inside a spherical particle with a second-degree polynomial is not sufficiently accurate. To address this limitation, Subramanian et al. [10] recommended higher order approximations of the concentration profile. The second limitation arises from the inability of the approximation to capture the concentration profile at very short times accurately. Wang and Srinivasan [23] suggested an empirical correction factor to the average concentration ($c_{s,j}$) that is obtained from Eqs. (6)–(8) to simulate the transient profile of the concentration more accurately.

Fig. 2a shows the discharge profile obtained from all the three models at 0.2C as well as 1C rates of discharge. As observed at rates as low as 0.2C, both the approximate models (SP and PP) provide a very accurate profile. This figure validates the PP as well as the SP model independently. Both these models compare well with the rigorous P2D model. There is almost negligible deviation of the predictions from the SP model from those of the porous electrode-based models. The absolute values of the percentage of error between the PP and the P2D model is of the order of 1e−5 for the 0.2C rate. This establishes the validity of the polynomial approximation even in a sophisticated porous electrode model. The set of parameters used to obtain these curves is presented in Table 2. Fig. 3 shows the discharge curves predicted from the SP and the PP models for fresh as well as 800 cycles at the 0.2C rate. The good degree of fit between the predictions of both the models not only reinstates the results from Fig. 2, but also justifies the claim that the SP approach is quite successful in simulating the cycling performance of a cell as much as a rigorous model based on the porous electrode theory.

Table 2
List of parameters (all values are from Ref. [17] unless otherwise stated)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Anode</th>
<th>Cathode</th>
<th>Separator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$ (S m$^{-1}$)</td>
<td>100</td>
<td>100</td>
<td>0.724</td>
</tr>
<tr>
<td>$\varepsilon_1$</td>
<td>0.49</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_2$</td>
<td>0.485</td>
<td>0.365</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_3$</td>
<td>0.724</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_1$ (m$^2$ s$^{-1}$)</td>
<td>$3.9 \times 10^{-14}$</td>
<td>$1.0 \times 10^{-14}$</td>
<td></td>
</tr>
<tr>
<td>$D_2$ (m$^2$ s$^{-1}$)</td>
<td>$7.5 \times 10^{-10}$</td>
<td>$7.5 \times 10^{-10}$</td>
<td></td>
</tr>
<tr>
<td>$k$ ((A m$^{-2}$ mol m$^{-3}$)$^{3/2}$)</td>
<td>$4.854 \times 10^{-6}$</td>
<td>$2.252 \times 10^{-6}$</td>
<td></td>
</tr>
<tr>
<td>$c_{s,0,1}$ (mol m$^{-3}$)</td>
<td>30555</td>
<td>51555</td>
<td></td>
</tr>
<tr>
<td>$c_{s,0,2}$ (mol m$^{-3}$)</td>
<td>0.03</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>$R_j$ (m)</td>
<td>$2 \times 10^{-6}$</td>
<td>$2 \times 10^{-6}$</td>
<td></td>
</tr>
<tr>
<td>$Li_j$ (m)</td>
<td>$88 \times 10^{-6}$</td>
<td>$80 \times 10^{-6}$</td>
<td></td>
</tr>
<tr>
<td>$U_{ref,s}$ (V)</td>
<td>0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_{0,j,side}$ (A m$^{-2}$)</td>
<td>1.0e−11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_{s,j}$ (kg mol$^{-1}$)</td>
<td>$7.3 \times 10^{-4}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_{s,j}$ (kg m$^{-3}$)</td>
<td>$2.1 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\kappa_{s,j}$ (S m$^{-1}$)</td>
<td>$1.0 \times 10^{-2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T$ (K)</td>
<td>298.15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Assumed.
Table 3: Comparison of the PP and the SP models with the P2D model

<table>
<thead>
<tr>
<th>Rate of discharge</th>
<th>Percentage error between the PP and the P2D models</th>
<th>Percentage error between the SP and the P2D models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cycle 1</td>
<td>Cycle 800</td>
</tr>
<tr>
<td>0.2C</td>
<td>1e−5</td>
<td>4e−5</td>
</tr>
<tr>
<td>1C</td>
<td>0.175</td>
<td>1.112</td>
</tr>
<tr>
<td>2C</td>
<td>0.013</td>
<td>0.135</td>
</tr>
</tbody>
</table>

* With parameters from Table 2.

The limitations of the SP model as compared to the porous electrode approach are presented in Fig. 4. The discharge curves at higher rates are shown for cycle 1. Despite the good agreement with the porous electrode models until the 1C rate there is a significant deviation at higher rates. Table 3 presents the total error out of the SP and the PP approaches as compared to the P2D approach, for various rates at cycle 1 and 800. The vast difference between the profiles predicted for the 2C case is, however, expected. During low rates of discharge the limitations from the solution phase are not as significant as those presented by the solid phase. Hence, the assumption that the solution phase limitations are negligible stated in Section 2.3 is not violated under these conditions. The solid phase is treated alike in the PP as well as the SP model; so, the difference between the two models is virtually negligible at the 0.2C rates. However, at rates of discharge as high as 2C, not only are the restrictions posed by the transport in the solution phase important [24], but also the dependence of the kinetic expression on the solution phase concentration is significantly different for the two models. Whereas the PP model follows the change in the solution phase concentration via the material balance in the solution phase, the SP model assumes the concentration to be constant throughout discharge. This is reflected in the difference in the slope of the discharge plateaus between the two models in Fig. 4. Note that no such difference is observed between the two models at the 0.2C rate in Fig. 1, which substantiates the assumption that the contribution of the solution phase is not significant at rates of discharge below 1C. To validate the argument that the difference between the PP and the SP models at higher rates is because of the solution phase limitations, the solution phase conductivity (κ_eff) was increased by a factor of two and the solution phase diffusion coefficient (D_2,eff) was set to a very high value (1e−3 m² s⁻¹) in the PP model. The revised profiles are also shown in Fig. 4. As observed, at 1C rate the change is minimal. However, at the 2C rate, the revised profile shows a better agreement with the SP model; still a complete agreement between the two models is not obtained, since the value for the solution phase concentration in the kinetics expression continues to be a constant. The significance of the change in the solution phase concentration is illustrated in Fig. 5. Whereas for discharge rates up to 1C the change in the solution phase concentration is less than 10%, for the 2C rate it is as high as 40%. The SP model completely

![Fig. 3. Comparison of the prediction of the cycling performance from the PP and SP models at 0.2C rate.](image1)

![Fig. 4. Comparison of the discharge curves predicted from the PP and SP models at higher rates: (a) with parameters from Table 2; (b) with modified parameters (see text).](image2)
Fig. 5. Change in the solution phase concentration at various rates of discharge as predicted by the PP model.

ignores the changes in the solution phase concentration, and hence is incapable of predicting the discharge profile in the kinetics dominated regime. An alternate discussion is provided by Botte and White [25], wherein the inclusion of the activity coefficient term in the solid phase was suggested to improve the predictions at high rates.

The computational time for 800 cycles for all the three approaches is presented in Table 4. Hundred node points were used to approximate each coordinate using the three-point finite differences scheme for each electrode in the P2D and the PP models. The SP model has a distinct advantage over the porous electrode models, in terms of the computational time, despite its limitations in terms of accuracy at higher rates. Nevertheless, the PP model exhibits a good efficiency both in terms of accuracy as well as computational time, as observed from Tables 3 and 4. The incorporation of the parabolic approximation [9–11] reduces the computational time by at least 70%. The choice of DASRT coupled with DAEIS is found to be a robust solver suitable for solving the model equations repeatedly during the simulation of the cycling performance of the cell, when the model equations are solved over and over. The SP models neglects solution phase limitations, and hence is not accurate at rates beyond 1C, when concentration gradients in the liquid phase become the limiting factor. While the SP model can be used successfully to simulate the cycling of lithium ion batteries up to the 1C rate, the PP model is best suited for rates higher than 1C, since there is no significant loss of accuracy and at the same time the computational time is greatly reduced. DASRT is identified as the suitable choice of solver due to its robustness in solving the model equations over 800 cycles.
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